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Semantic-Based Adversarial Attack and Its Transferability

基于语义的对抗攻击及迁移性研究

摘 要

针对神经网络的对抗攻击已经被提出许多年了。但是，目前的攻击方法，仅
当被攻击的网络内部信息完全已知，或可以通过结构相似性和大量访问来估计
的情况下，才有较高的成功率。本文提出注意力攻击（AoA），也就是攻击模型
的注意力，这是一种模型间共享的语义特征。由于 AoA使用了全新的注意力损
失，故其能产生迁移性极强的对抗样本。

我们用 AoA 从 ImageNet 验证集中生成了 50000 个对抗样本，还用带访问
的 AoA从其训练集中生成 96020个对抗样本。它们使得 13个训练极好的分类
网络，产生超过 85%的错误率。我们发现，通过访问黑盒模型，AoA的迁移性
可以得到进一步加强，产生的样本扰动也更小。我们将这些样本打包成第一个
通用对抗数据集 DAmageNet，它可以作为鲁棒测试和对抗训练的基准。

相比于分类网络，目标检测网络有更多的应用，且在诸如自动驾驶和安全
监视等涉及生命安全的系统中至关重要。由于检测网络具有多输出特性和结构
上的多样性，因此很难对其进行黑盒攻击。为了追求攻击的强迁移性，我们提
出了一种多节点注意力热图计算方法，并据此设计了一种对检测网络的攻击。

我们称这种攻击为目标检测网络多节点注意力攻击（ATTACTION），它能
在检测网络上达到了目前最好的迁移性。在MS-COCO数据集上，7个黑盒模型
的 mAP指标都被减半，且语义分割的性能受到极大影响。由于 ATTACTION具
有很强的迁移性，我们用其生成了数据集 AOCO。这是目标检测网络上的第一
个对抗性数据集，它可以帮助神经网络的设计者快速评估和提高目标检测网络
的鲁棒性。

关键词：对抗攻击，注意力热力图，神经网络，可解释性
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SEMANTIC-BASED ADVERSARIAL ATTACK AND ITS
TRANSFERABILITY

ABSTRACT

Adversarial attacks on deep neural networks (DNNs) have been found for several
years. However, the existing adversarial attacks have high success rates only when the
information of the victim DNN is well-known or could be estimated by the structure
similarity and massive queries. In this thesis, we propose to Attack on Attention (AoA),
a semantic feature commonly shared by DNNs. AoA enjoys a significant increase in
transferability when adopting the attention loss.

We generate 50000 adversarial samples from ImageNet by AoA and 96020 ones
by AoA-N with query. 13 well-trained DNNs in classification have an error rate over
85% on these samples. By AoA-N with query, the transferability is further increased
with a smaller perturbation. We collect all these samples in DAmageNet, which is the
first universal adversarial dataset. It may serve as a benchmark for robustness testing
and adversarial training.

Object detection networks, compared to classification nets, are more crucial
for life-concerning systems such as autonomous driving and security surveillance.
Detection networks are hard to attack in a black-box manner because of their multiple-
output property and diversity across architectures. To pursue a high transferability of
the attack, we propose a novel network visualization method to calculate the atten-
tion heat map for multiple nodes and design an attack based on it for detection networks.

This attack, named ATTACk on multi-node attenTION for object detecTION net-
work (ATTACTION), achieves a state-of-the-art transferability in numerical experi-
ments. On MS COCO, the detection mAP for all 7 black-box models are halved and
the performance of semantic segmentation is greatly influenced. Given the great trans-
ferability of ATTACTION, we generate Adversarial Objects in COntext (AOCO), the
first adversarial benchmark on object detection networks, which could help designers to
quickly evaluate and improve the robustness of detection networks.

Key words: adversarial attack, attention heat map, deep neural network, interpretability
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Chapter 1 Introduction

1.1 Background and Social Impact
Deep Neural Networks (DNNs) have grown into the mainstream tool in many

fields, such as image classification[1-3], object detection[4-6], semantic segmenta-
tion[7, 8], face recognition[9] and so on. Given the massive applications of DNNs, their
vulnerability has attracted much attention in the recent years. An obvious example is
the existence of adversarial samples[10-12], which are quite similar with the clean ones,
but are able to cheat the DNNs to produce incorrect predictions in high confidence.

Adversarial samples pose a great threat to our real world because DNNs are imple-
mented in scenarios from mobile devices to large-scale systems. The lawbreakers may
wear a specific glass to unlock a random cellphone or bypass the surveillance[13] and
conduct an unauthorized entry if the security systems adopt DNNs. An autopilot car in
high speed may be fooled by even one-frame adversarial patch[14] and crashed before
manual control. The lack of theory and interpretability in DNNs induces the lack of
their robustness, preventing their applications in automation industry[15].

Since the attacks proposed in this thesis focus on transferable black-box attacks,
they would exert a greater damage compared to white-box attacks[11, 16, 17]. But our
aim is not to beat DNNs maliciously, but to reveal their weakness, interpret them and
help other researchers to improve their robustness. Accordingly, to mitigate the poten-
tial negative impacts of our work to the society, we release large-scale datasets, i.e.,
DAmageNet and AOCO. They contain thousands of high-transferable adversarial sam-
ples in our experiment, and therefore could be used by designers for robustness testing.

Although white-box attacks can easily cheat DNNs, the current users actually do
not worry about them, since it is almost impossible to get the complete information in-
cluding the structure and the parameters of the victim DNNs. If the information is kept
well, one has to use black-box attacks, which can be roughly categorized into query ap-
proaches[18-20] and transfer approaches[21-23]. The former one is to estimate the gradient
by querying the victimDNNs. However, until now, the existing query-based attacks still
need massive queries, which can be easily detected by the defense systems. Transfer ap-
proach attacks rely on the similarity between the victimDNN and the surrogate model in
the attacker’s hands. It is expected that white-box attack on the surrogate model can also
invade the victim DNN. Although there are some promising studies[24-26], the transfer-
ability is not satisfactory and a high attack rate could be reached only when two DNNs
have similar structures[27], which however conflicts the aim of black-box attack.
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Figure 1–1 AoA adversarial sample and its attention heat map (calculated by DenseNet121). The
original sample (in ImageNet: image n01629819_15314.JPEG, class No.25) is shown on the left.
All well-trained DNNs (listed in the first row) correctly recognize this image as a salamander. The
right image is the generated adversarial sample by AoA. Difference between the two images is
slight, however, the heat map shown in lower left corner changes a lot, which fools all the listed

DNNs to incorrect predictions, as shown in the bottom row.

1.2 Attack on Classification
Black-box adversarial samples that are applicable to vast DNNs need to attack their

common vulnerability. Since DNNs are imitating human’s intelligence, although DNNs
have different structures and weights, they may share semantic features. In this thesis,
we are focusing on the attention heat maps, on which different DNNs have similar re-
sults. By attacking the heat maps of one white-box DNN, we could make its attention
lose its focus and therefore fail in judgement. In fact, some works[23, 28] have been
aware of the importance of attention and put the change of heat map as an evidence
of successful attacks, but none of them include the attention in loss as we do. In our
study, we develop to Attack on Attention (AoA). AoA has a very good white-box attack
performance. More importantly, there is a high similarity in attention across different
classification networks, making AoA highly transferable: replacing the cross-entropy
loss by AoA loss increases the transfer rate by 10% to 15%. Combined with some ex-
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isting transfer-enhancement methods, AoA achieves a state-of-the-art performance, e.g.
over 85% transfer rate on all 12 black-box popular DNNs in numerical experiments.

Here, we first illustrate one example in Fig. 1–1. The original image is a ”sala-
mander” in ImageNet[29]. By attacking the attention, we generate an adversarial sample,
which looks very similar to the original one but with a scattered heat map (in the lower
left corner), leading to misclassification. The attack is carried out for VGG19[1] but
other well-trained DNNs in ImageNet also classify it incorrectly.

SinceAoA is for common vulnerabilities of DNNs, we successfully generate 50000
adversarial samples that can cheat many unknown classification networks, whose error
rates increase to over 85%. We provide these samples in the dataset named as DAm-
ageNet. DAmageNet is the first dataset that provides black-box adversarial samples.
Those images DAmage many neural networks without any knowledge or query. But
the aim is not to really damage them, but to point out the weak parts of neural net-
works. Those samples are valuable to improve the neural networks by adversarial train-
ing[30, 31], robustness certification[32], and so on.

1.3 Attack on Object Detection
In comparison to attacks in classification, attacking object detection in a black-box

manner, e.g., hiding certain objects from being detected[33], exerts a huge impact on
security systems[13]. In this way, the attacker may be able to bypass the surveillance for
an unauthorized entry or induce a traffic accident for an autonomous-driving vehicle[14],
even without knowledge or control of the inner system.

To the best of our knowledge, no existing attack is specifically designed for
the black-box transferability in detection networks. The main reason is that high-
transferable adversarial attack needs to be targeted on common property across archi-
tectures. In this thesis, we concentrate on the attention heat maps, on which different
detection nets have similar results as shown in Fig. 1–1. Although some works have
adopted the attention heat map as an indicator of success attack[23, 28], we are the first
to directly attack the attention of detection networks, i.e., include it in the attack loss.

We design the ATTACk on multi-node attenTION for object detecTION network
(ATTACTION). ATTACTION focuses on suppressing the attention rather than directly
changing the prediction as in existing works[12, 34, 35]. Since the heat map is quite similar
across models, those of other black-box models are influenced as well, leading to the
black-box transferability.

However, the attention heat map for detection nets is difficult to obtain. The reason
is that their predictions are formed by multiple outputs, i.e., the location and confidence

– Page 3 of 59 –



Semantic-Based Adversarial Attack and Its Transferability

for several bounding boxes, but existing methods[36-38] all focus on visualizing classi-
fication nets whose decision is formed by a single output. Accordingly, we propose
Multi-Node Softmax Gradient Layer-wise Relevance Propagation (MN-SGLRP), the
first visualization method for object detection.

Figure 1–2 Attention heat maps for models with different architectures by our proposed
MN-SGLRP. Three models not only predict the “stop sign” right, but also clearly capture its

correct outline.

With the calculated heat map, a common property across architectures, ATTAC-
TION achieves state-of-the-art transferability on 7 black-box models for COCO Chal-
lenge[39], nearly halving mAPs for all of them. ATTACTION is also flexible to be
combined with other techniques[23, 25, 26] for better transferability. Interestingly, the ad-
versarial samples fromATTACTION also greatly influence the performance of semantic
segmentation, even the attacked model is for detection only.

Given the high transferability of ATTACTION, we create Adversarial Objects in
COntext (AOCO), the first adversarial dataset for detection networks. AOCO contains
10000 samples that significantly decrease the performance of black-box models for de-
tection and segmentation. AOCOmay serve as a new benchmark to evaluate the robust-
ness of DNNs or improve it by adversarial training.

1.4 Thesis Organization
The rest of this thesis is organized as follows. In Chapter 2, we will briefly re-

view the related researches. AoA is described and experimentally evaluated in detail
in Chapter 3. Chapter 4 introduces the variants of AoA and adopts the query approach
to increase the transferability. ATTACTION to attack object detection would be illus-
trated and fairly evaluated in Chapter 5. Chapter 6 gives a conclusion and also discusses
possible future work.
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Chapter 2 Literature Review

2.1 Deep Neural Networks for Image Classification
Image classification is a typical problem in pattern recognition. Since the dimen-

sion of an image is large, this task is quite challenging. Before the thrive of deep learn-
ing[40], this problem is generally solved by machine learning methods such as Support
Vector Machine, Random Forest[41] and AdaBoost[42]. These methods may achieve
a satisfactory accuracy when handling low-resolution images such as Modified NIST
(MNIST)[43], whose samples are 28 × 28 gray images in 10 classes. Even for CIFAR-
10[44], the dataset containing 64 × 64 color images, they could not have a good perfor-
mance. Deep learning thrives since AlexNet[45] achieved an overwhelming accuracy in
2012 ImageNet Large Scale Visual Recognition Challenge[46]. ImageNet[29] includes
1300 samples in each 1000 classes, so classifying them correctly is very difficult. Even
humans have a top-5 error rate of 5.1%[46].

AlexNet, compared with earlier works of neural networks[43], adopts Rectified
Linear Units (ReLU)[47] activation function, which excels in introducing both the non-
linearity and sparsity into the model. It also adopts Dropout layers[48] and Local Re-
sponse Normalization (LRN) to prevent over-fitting. Multiple GPUs are used to accel-
erate the training for the first time. AlexNet is a milestone in deep learning, leading to
a new wave of neural networks.

The shallow neural network has certain limitations in large-scale image classifi-
cation tasks. In order to explore their performance, VGG models are proposed[1]. The
author thoroughly evaluate networks by increasing depth and using small (3 × 3) convo-
lution filters, which shows that a significant improvement could be achieved by simply
pushing the network deeper. VGG19 enjoys a top-5 error rate of 7.3% in ImageNet.

Competing with VGG is the GoogLeNet group[49, 50], which proposes 4 versions
of DNNs, named InceptionV1 to InceptionV4. They adopt the inception module, which
contains different kernel sizes (1, 3, 5) of convolution layers and concatenate them as
the output. InceptionV2 also includes Batch Normalization layers[51]. InceptionV3
uses spatial factorization into asymmetric convolutions to further increase the accuracy,
which reaches 3.58% (top-5) in ImageNet.

ResNet[2] was then proposed mainly to solve the side effects (degradation) caused
by increasing network depth so that the performance can be simply improved by simply
adding layers. ResNet constructs residual blocks and can break through a 100-layers
barrier and even reach up to 1000 layers. The residual block adds a branch for direct
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forward propagation so that the gradients are hard to vanish in back propagation. The
top-5 error rate of ResNet is 3.57%, the lowest one in 2015. Variants of ResNet include
ResNeXt[52], RegNet[53] and so on.

Based on ResNet, DenseNet was proposed[3], which uses the novel dense block.
One main difference between DenseNet and the previous works is that DenseNet can
accept fewer feature maps as the output of each layer. This gives DenseNet an advantage
that the features extracted by earlier layers can still be used by deeper layers through
dense connections. It achieved a 3.74% top-5 error in the final year ImageNet challenge.

2.2 Adversarial Attack and Its Defense
Adversarial attacks[10] could reveal the weakness of DNN by cheating it with ad-

versarial samples, which differ from original ones with only a slight perturbation. In the
humans’ eyes, the adversarial sample does not differ from the original ones, but well-
trained networks make false predictions on them in high confidence. The adversarial
attack can be expressed as below,

find 𝛥𝑥
s.t. 𝑓(𝑥) ≠ 𝑓(𝑥 + 𝛥𝑥)

‖𝛥𝑥‖ ≤ 𝜀.

When training a DNN, one updates the weights of the network by the gradients to
minimize a training loss. While in adversarial attacks, one alters the image to increase
the training loss. Based on this basic idea, there have been many variants on attacking
spaces and crafting methods.

Adversarial attacks could be roughly categorized as gradient-based[11, 17] and
optimization-based methods[10, 16]. Gradient-based methods search in the gradient
direction and the magnitude of perturbation is restricted to avoid a big distortion.
Optimization-based methods usually consider the magnitude restriction in the objec-
tive function. For both, the magnitude could be measured by 𝑙1, 𝑙2, 𝑙∞-norm or other
metrics.

For the attacking space, most of the existing methods directly conduct the attack
in the image space[11, 54, 55]. It is also reasonable to target at the feature vector in la-
tent space[56, 57] or the encoder/decoder[58, 59]. Attack on feature space may produce a
unique perturbation unlike random noise.

Different from noise-based attacks, feature-based attacks are recently proposed.
The attacker could change the framework of variational auto-encoder[60] to calculate
the additive or multiplicative perturbation[61]. This attack alters latent feature vectors
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in a minimum degree so the output of the classifier remains the same, but the decoded
images belong to different classes. Attackers could also use an AC-GAN[62] to construct
unrestricted adversarial samples[56]. Since it uses the auxiliary classifier (AC) as an
oracle to guarantee that the samples remain in the same class in view of human, AC
must be for the same task as the victim network. In[57], Type I attack was discussed
compared to the traditional Type II attack. Type I attack cheats the classifiers with
significant changes, but the output of victim model remains unchanged.

Given the threat of adversarial attack, many researches provide explanations for
them. It is found that the attack influences the attention of DNNs, which may account
for the aggression of adversarial samples[23, 28] as also emphasised in this thesis. An-
other thriving topic is to study the boundary of attack’s threat and therefore certify the
robustness of DNNs[63, 64]. In this way, the degree of aggression or robustness could
be theoretically calculated. Adversarial samples could also be interpreted as a result of
learning from non-robust features[65], which are defined in the image space and disen-
tangled from robust ones by optimization in encoding. They are falsely exploited by
DNNs to increase accuracy, which reveals their limited generalization.

To secure the DNN, many defense methods have been proposed to mitigate the
adversarial attack. Defense can be achieved by simply adding adversarial samples to the
training set, which is called adversarial training[66-68]. It is very effective, but consumes
several-fold time. Another technique is to design certain blocks in network structure to
prevent attacks or detect adversarial samples[69, 70]. Attack can also be mitigated by pre-
processing images before input to the DNN[71-73], which does not require modification
on the pre-trained network.

2.3 Attack Object Detection
Adversarial attack could be extended to detection networks[12], which attacks the

classification loss and proposes to target on densely generated bounding boxes. After
that, losses about localization and classification are designed in[34] for attack. Physical
adversarial patches is feasible[33, 74]. There are also works that propose to attack detec-
tors with perturbation in a restricted area[35, 75]. Existing works achieve good results
in white-box scenarios, but are not specifically designed for black-box transferability,
which is quite limited (5 to 10% decrease from the original mAP) even when twomodels
only differ in backbone[12, 34, 76]. Black-box attack for detection nets has been consid-
ered[77], but it is based on queries rather than transferability as we do. The performance
is satisfactory, but it requires over 30K queries, which is easy to be detected.
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2.4 Black-Box Attack
When the victim DNNs are totally known, the attacks have high success rates.

However, it is almost impossible to have access to the victim model in real-world sce-
narios and thus black-box attacks are required[78-80]. Black-box attacks rely on either
query[18, 19] or transferability[21, 78].

For the query approach, the attacker adds a slight perturbation to the input image
and observes the reaction of the victimmodel. By a series of queries, the gradients could
be roughly estimated and then one can conduct an attack in the way similar to white-
box cases. To choose the next pixel to alter for gradient estimation, attackers adopt
methods including Bayes optimization[81], evolutional algorithms[82], meta learning[83]

etc. Since the practical DNNs are generally very complicated, good estimation of the
gradients needs a massive number of queries, leading to an easy detection.

For the transfer approach, one conducts the white-box attack in a well-designed
surrogate model and expects that the adversarial sample remains aggressive to other
models. The underlying assumption is that the distance between decision boundaries
across different classes is significantly shorter than that across different models[78]. Al-
though a good transfer rate has been shown recently[24-26, 84], it is mainly across models
in the same family, e.g., InceptionV3 and InceptionV4, or models with the same block,
e.g., residual blocks[27]. Until now, cross-family transferability of adversarial samples
with small perturbation is limited and there is no publicly available dataset of that.

2.5 Variants of ImageNet
To demonstrate and evaluate our attack, we will modify images from ImageNet as

other transfer attacks[24-26, 84] and create our dataset. Recently, many interesting variants
of ImageNet have been developed.

ImageNet-A[85] contains real-world images in ImageNet classes, which mislead
current classifiers to output false predictions. Objects in ObjectNet have random back-
ground and viewpoint so that models in ImageNet cannot distinguish. ImageNet-C[86] is
produced by adding 15 diverse corruptions. Each type of corruptions has 5 levels from
the lightest to the severest. ImageNet-P[86] is designed from ImageNet-C and differs
from it in possessing additional perturbation by image transformations.

The datasets above are valuable for testing and improving the network generaliza-
tion, but DAmageNet and AOCO are for robustness. In other words, samples in the
above datasets differ from the samples in ImageNet and the low accuracy is due to the
poor generalization. In DAmageNet and AOCO, the samples are quite similar to the
original ones in ImageNet and the low accuracy is due to the over-sensitivity of DNNs.
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2.6 Attention Heat Map
In making judgements, humans tend to concentrate on certain parts of an object

and allocate attention efficiently. This attention mechanism in human intelligence has
been exploited by researchers in natural language processing[87, 88]. In computer vision,
the same idea has been applied to visualize and interpret DNNs[15].

To attack on attention, we need to calculate the attention heat map of each pixel,
for which network visualization methods[89-91] are applicable. Forward visualization
adopts the intuitive idea to obtain the attention by observing the changes in the out-
put by changes in the input. The input can be modified by noise[92], masking[93], or
perturbation[94]. However, these methods consume much time and may introduce ran-
domness.

In contrast, backward visualization[93, 95, 96] obtains the heat map by calculating the
relevance between adjacent layers from the output to the input. The layer-wise attention
is obtained by the attention in the next layer and the network weights in this layer. Sig-
nificant works include Layer-wise Relevance Propagation (LRP)[36], Contrastive LRP
(CLRP)[37] and Softmax Gradient LRP (SGLRP)[38]. These methods extract the high-
level semantic attention features for the images from the perspective of the network and
make DNNs more interpretable and explainable. However, they could only visualize
the attention for single target node for classification nets.
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Chapter 3 Attack on Attention without Query

To pursue a high transferability for the black-box attack, we need to find common
vulnerabilities and attack semantic features shared by different DNNs. Attention heat
maps for three images are illustrated in Fig. 3–1. Even with different architectures, the
models have similar attention, the pixel-wise heat maps showing how the input con-
tribute to the prediction. Inspired by the similarity across different DNNs, we propose
to Attack on Attention (AoA).

Figure 3–1 Attention heat maps for VGG19[1], InceptionV3[50], DenseNet121[3], which are similar
even the architectures are different.

3.1 Method
Different to the existing methods that focus on directly attacking the output, the

proposed AoA aims to change the attention heat map. Let ℎ(𝑥, 𝑦) stand for the attention
heat map for the input 𝑥 and a specified class 𝑦. The basic idea of AoA is to shift the
attention away from the original class, e.g. decrease the heat map for the correct class
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𝑦ori, as illustrated in Fig. 3–2. In this thesis, we utilize SGLRP[38] to calculate the
attention heat map ℎ(𝑥, 𝑦), which is good at distinguishing the attention for the target
class from the others. There are of course many techniques for obtaining the heat map
to attack, as long as ℎ(𝑥, 𝑦) and its gradient on 𝑥 could be effectively calculated.

Figure 3–2 The design of AoA. AoA calculates the attention heat map by SGLRP after inference.
The gradient from the heat map back-propagates to the input and updates the sample iteratively. By
suppressing the attention heat map value, one can change the network decision by fooling its focus.

Constantly doing this, the produced adversarial sample could beat several black-box models.

Intuitively, there are several potential ways to change the attention heat maps.
1. Suppress the magnitude of attention heat maps for the correct class ℎ(𝑥, 𝑦ori):

when the network attention degree on the correct class decreases, attention for
other classes would increase and finally exceed the correct one, which leads
the model to seek for information on other classes rather than the correct one
and thus make an incorrect prediction. We call this design as suppress loss and
specify the loss function as

𝐿supp(𝑥) = ||ℎ(𝑥, 𝑦ori)||1.
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2. Distract the focus of ℎ(𝑥, 𝑦ori): it could be expected that when the attention is
distracted from the original regions of interest, the model may lose its capability
for prediction. In this case, we do not require the network to focus on informa-
tion of any incorrect class, but lead it to concentrate on irrelevant regions of the
image. The loss could be expressed as the following distract loss,

𝐿dstc(𝑥) = −|| ℎ(𝑥, 𝑦ori)
𝑚𝑎𝑥(ℎ(𝑥, 𝑦ori))

− ℎ(𝑥ori, 𝑦ori)
𝑚𝑎𝑥(ℎ(𝑥ori, 𝑦ori))

||1.

Here, self-normalization is conducted to eliminate the influence of attention
magnitude.

3. Decrease the gap between ℎ(𝑥, 𝑦ori) and ℎ(𝑥, 𝑦sec(𝑥)), the heat map for the sec-
ond largest probability: If the attention magnitude for the second class exceeds
that for the correct class, the network would focus more on information about
the false prediction, which is inspired by CW attack[16]. We call it boundary
loss and take the following formulation,

𝐿bdry(𝑥) = ||ℎ(𝑥, 𝑦ori)||1 − ||ℎ(𝑥, 𝑦sec(𝑥))||1.

The values of attention heat maps vary a lot for different models, so the self-
normalization may improve the transferability of adversarial samples. There-
fore, rather than the boundary loss, we can also consider the ratio between
ℎ(𝑥, 𝑦ori) and ℎ(𝑥, 𝑦sec(𝑥)), resulting the following logarithmic boundary loss

𝐿log(𝑥) = log(||ℎ(𝑥, 𝑦ori)||1) − log(||ℎ(𝑥, 𝑦sec(𝑥))||1).

Table 3–1 Transfer rate from ResNet50 to other neural networks

Loss DN121[3] VGG19[1] RN152[2] IncV3[50] IncRNV2[97] NASNetL[98]

CW[16] 66.6% 54.2% 47.3% 39.6% 37.9% 28.8%
PGD[17] 67.8% 54.2% 46.8% 38.7% 35.6% 28.4%

𝐿supp(𝑥) 66.8% 57.2% 54.8% 43.9% 41.6% 33.0%
𝐿dstc(𝑥) 67.1% 56.5% 55.5% 45.4% 40.0% 31.0%
𝐿bdry(𝑥) 50.2% 49.8% 44.0% 34.1% 32.9% 21.7%
𝐿log(𝑥) 74.9% 64.2% 59.2% 50.1% 46.2% 36.3%

𝐿AoA(𝑥) 78.7% 64.9% 63.9% 53.3% 48.9% 41.0%

In Table 3–1, we compare the performance of losses above (attack on ResNet50[2]

and send the adversarial samples to other DNNs as the setting in experiments below).
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The white-box attack success rates are all near 100% but they have a different trans-
ferability. The suppress loss and the distract loss have a slightly better transferability
compared to PGD and CW. In contrast, the logarithmic boundary loss is the best. More-
over, attack on attention could be readily combinedwith the existing attack on prediction
(the loss in PGD), resulting in the following AoA loss,

𝐿AoA(𝑥) = 𝐿log(𝑥) − 𝜆𝐿ce(𝑥, 𝑦ori), (3–1)

where 𝜆 is a trade-off between the attack on attention and prediction. In this thesis,
𝜆 = 1000 is suggested. The combination increases the transferability as in Table 3–1.

Basically, the adversarial samples are generated in an update process by minimiz-
ing the AoA loss 𝐿AoA. Specifically, set 𝑥0

adv = 𝑥ori and the update procedure could be
generally described as the following

𝑥𝑘+1
adv = clip𝜀 (𝑥𝑘

adv − 𝛼 𝑔(𝑥𝑘)
||𝑔(𝑥𝑘)||1/𝑁 ) ,

𝑔(𝑥) = 𝜕𝐿AoA(𝑥)
𝜕𝑥 .

(3–2)

The gradient 𝑔 is normalized by its average 𝑙1-norm, i.e., ||𝑔(𝑥𝑘)||1/𝑁 where 𝑁 is
the size of the image. Further, to keep the change invisible, we restrict our attack by the
distance from the original clean sample, i.e., the sample is 𝑙∞-norm-bounded around
the original sample by 𝜀. By iterative update, we could gradually change the image
𝑥 until its prediction is incorrect. AoA is different from other attacks merely on the
loss. Therefore, transferability enhancement techniques developed for directly attacking
prediction are also applicable to AoA. In fact, with optimization modification[24] or
input modification[25, 26], the transfer performance of AoA gets further improved, which
would be numerically verified later.

Because of its good transferability on heat maps, AoA could be used for the black-
box attack. The basic scheme is to choose a white-box DNN, which serves as the surro-
gate model for the black-box model, to attack by update (3–2). The adversarial samples
generated tend to be aggressive to other black-box victim models.

Now let us first illustrate the attack result on the attention heat map. In Fig. 3–
3, a clean sample in the class “pinwheel” is drawn together with its heat maps on this
class. Aiming at VGG19[1], we apply AoA and successfully change the heat map (at the
bottom). This common property shared by the attention in different DNNs makes the
attack transferable, which is the motivation of AoA. The generated adversarial sample
is shown in the leftmost in the bottom, which is incorrectly recognized by all the DNNs
in Fig. 3–3. Additionally, we could see that the heat map for VGG19 is much clearer,
which might explain the high transferability of its adversarial samples as shown later
and also in other works[27].
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Figure 3–3 Attention heat map (on the correct label ”pinwheel”) for clean and AoA adversarial
sample. For clean samples, these heat maps have some common features, implying the possibility
of transferability. By AoA on VGG19, the heat maps for not only VGG19 but also other black-box

models are disturbed a lot, thus they all make incorrect predictions.

3.2 Experiments
In this section, we will evaluate the performance of our Attack on Attention, espe-

cially its black-box attack capability compared to other state-of-the-art methods. Since
AoA is a very good black-box attack, it provides adversarial samples that can defeat
many DNNs in the zero-query manner. These samples are collected in the dataset DAm-
ageNet. This section will also introduce DAmageNet and report the performance of
different DNNs on it. We further test the AoA performance under several defenses and
find that AoA is the most aggressive method in most cases.

The experiments for AoA are conducted on ImageNet[29] validation set. For at-
tack and test, several well-trained models in Keras Applications[99] are used, including
VGG19[1], ResNet50[2], DenseNet121[3], InceptionV3[50] and so on. We also use other
adversarial-trained models (not by AoA, indicated by underline). We pre-process with
Keras pre-processing function, central cropping and resizing (to 224). The experiment
is based on TensorFlow[100], Keras[99] with 4 NVIDIA GeForce RTX 2080Ti GPUs.

For the attack performance, we care about two aspects: the success/transfer
rate of attack and how large the image is changed. Denote the generated adversar-
ial sample as 𝑥adv. The change from its corresponding original image 𝑥ori could be
measured by the Root Mean Squared Error (RMSE) in each pixel: 𝑑 (𝑥adv, 𝑥ori) =
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√∑ (𝑥adv − 𝑥ori)
2 /𝑁 , where 𝑁 is the size of the image. In the experiments, 1000 im-

ages are randomly selected from ImageNet validation set and the samples incorrectly
predicted by the victim model are skipped as the same setting in[27]. All the compared
attackswill be fairly stoppedwhenRMSE exceeds 𝜂 = 7 and the perturbation is bounded
as 𝜀 = 0.1∗255. In this way, the number of iterations is about 10 with step size 𝛼 = 2 as
the setting of[84] and other attacking experiments. We alter 𝛼 = 0.5 for MI[24] to avoid
large RMSE distortion.

3.3 Transferability of AoA
We first compare AoA with popular attacks CW[16] and PGD[17], which use the

hinge loss and cross entropy loss respectively. For CW, the gradient-based method is
applied to update the original to keep the perturbation the same. We carefully tune the
parameters, resulting in a better transferability than reported by[27]. We use AoA, CW,
and PGD to attack different neural networks, and then send the generated adversarial
samples to different models. The average error rates are reported in Table 3–2. AoA,
CW, and PGD all have a high white-box attack success rate but the transfer performance
varies a lot, which depends on both the surrogate model and the victim model. But in
all the situation, AoA achieves a better black-box attack performance.

The essential difference of AoA from CW/PGD is the attack target. The existing
effort on improving attack transferability is mainly on modifying the optimization pro-
cess. For example, DI[25] proposes to transform 4 times when calculating the gradient
with probability (𝑝 = 1 here for better transferability as suggested). MI[24] tunes the
momentum parameter to 𝜇 = 1 for boosting attacks. SI[26] divides the sample by the
power 2 for 4 times to calculate the gradient. Those state-of-the-art transfer enhance-
ment methods could improve CW/PGD and are also applicable to AoA.

In Table 3–3, we report the black-box attack performance when attacking ResNet
with MI-DI and SI. We found that SI is very helpful and can prominently increase the
error ratio for PGD and CW. For other surrogate models, the performance of MI-DI
and SI is similar and could be found in the Appendix. When applying SI in AoA, the
obtained SI-AoA achieves the highest transfer rate, which is significantly better than
other state-of-the-art methods.

3.4 AoA under Defenses
Our main contribution in this thesis is for black-box attack by increasing the trans-

ferability. It is not necessary that we can also break defenses, but indeed, it is interesting
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Table 3–2 Error rate (Top-1) of different attack baselines

Surrogate Method DN121 IncRNV2 IncV3 NASNetL RN152 RN50 VGG19 Xception

CW 66.6% 37.9% 39.6% 28.8% 47.3% 100.0% 54.2% 37.4%
RN50 PGD 67.8% 35.6% 38.7% 28.4% 46.8% 100.0% 54.2% 37.4%

AoA 78.4% 49.0% 52.2% 39.6% 63.4% 99.9% 65.6% 51.1%

CW 100.0% 33.5% 39.5% 31.9% 39.6% 64.6% 53.2% 39.4%
DN121 PGD 100.0% 34.0% 41.7% 31.9% 41.5% 68.9% 55.5% 41.5%

AoA 100.0% 46.1% 53.5% 46.1% 55.0% 76.7% 64.6% 52.1%

CW 31.0% 22.7% 100.0% 21.3% 26.1% 42.3% 40.7% 33.4%
IncV3 PGD 32.7% 24.2% 100.0% 21.3% 27.3% 45.3% 40.7% 33.7%

AoA 39.0% 30.2% 100.0% 32.7% 34.0% 52.8% 45.9% 45.1%

CW 85.5% 62.0% 69.8% 62.7% 60.0% 77.8% 100.0% 68.0%
VGG19 PGD 87.1% 64.1% 71.8% 63.9% 63.1% 82.5% 100.0% 71.9%

AoA 91.4% 73.7% 79.8% 74.2% 73.5% 86.6% 100.0% 81.0%

CW 42.4% 36.2% 35.3% 25.6% 100.0% 57.7% 46.0% 31.9%
RN152 PGD 42.7% 35.0% 34.9% 24.5% 98.1% 55.3% 43.6% 30.5%

AoA 55.9% 54.2% 49.6% 36.4% 100.0% 71.5% 57.2% 45.6%

Table 3–3 Error rate (Top-1) of different transfer attacks on ResNet50

Method DN121 IncRNV2 IncV3 NASNetL RN152 RN50 VGG19 Xception

CW 66.6% 37.9% 39.6% 28.8% 47.3% 100.0% 54.2% 37.4%
MI-DI-CW 66.9% 39.4% 42.9% 32.3% 50.2% 99.8% 57.9% 39.9%

SI-CW 80.3% 46.4% 51.6% 38.3% 63.9% 99.9% 66.5% 48.8%

PGD 67.8% 35.6% 38.7% 28.4% 46.8% 100.0% 54.2% 37.4%
MI-DI-PGD 70.5% 43.3% 45.8% 35.7% 55.9% 99.5% 62.1% 43.3%

SI-PGD 81.2% 48.7% 53.0% 38.6% 66.1% 100.0% 69.5% 49.1%

AoA 78.4% 49.0% 52.2% 39.6% 63.4% 99.9% 65.6% 51.1%
MI-DI-AoA 74.1% 50.4% 52.0% 44.2% 58.7% 99.8% 66.4% 50.6%

SI-AoA 90.5% 64.6% 66.1% 57.9% 78.8% 100.0% 80.4% 64.6%
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to evaluate the attack performance under several defenses. In this experiment, we con-
sider PGD, CW, and AoA all combined with SI (given their best transferability) and
use them to attack ResNet50. There have been lots of defenses, but many of them is not
effective to large-scale dataset[101]. Hence, we only consider defenses that have been
verified effective on ImageNet. Those defense methods can be roughly categorized as
pre-processing and adversarial training, which could be used together.

Pre-processing based defenses are to eliminate the adversarial perturbation. Fol-
lowing this idea, JPEG Compression[71], Pixel Deflection[72], Total VarianceMinimiza-
tion (TVM)[102] have been proposed and we use the optimal parameters they provided.
Another idea is to add randomness to observe the variance of the output. Random
Smoothing[103] makes prediction by 𝑚 intermediate images, which is crafted by Gaus-
sian noise from the input. We choose 𝑚 = 100 and the noise scale 𝜎 = 0.25 ∗ 255.

Adversarial training is to re-train the neural networks by adversarial sam-
ples. In[104], InceptionV3adv and InceptionResNetV2adv are designed and
ResNetXt101denoise[70] is proposed based on ResNetXt101[52] with denoising blocks
in architectures to secure the model.

Table 3–4 gives the comprehensive black-box attack performance under defense.
Generally speaking, the pre-processing defenses decrease the error rate for about 5% to
10% and SI-AoA maintains the highest transfer rate. adversarial-trained models (not by
AoA, indicated by underlines) exhibit a strong robustness to adversarial attacks, includ-
ing SI-AoA (but still, it is better than SI-PGD, SI-CW). That means although samples
generated by SI-AoA are different to others, the distribution can still be captured by
adversarial training. Developing adversarial attacks that can defeat adversarial training
is interesting but out of our scope. Random smoothing generally has a low error rate
but its interpretation time is generally 𝑚 times than other defense methods, which is an
unfair comparison. An observation is that the random smoothing does not work well in
adversarial-trained models, sometimes even oppositely, which is also interesting but in
the field of defenses.

3.5 DAmageNet
The above experiments verify that AoA has a very promising transferability, which

then makes it possible to generate adversarial samples that are able to beat many well-
trained classifiers. An adversarial dataset will be very useful for evaluating robustness
and defense methods. To establish an adversarial dataset, we use SI-AoA to attack
VGG19 to generate samples from all 50000 samples from ImageNet validation set.
Since the original image samples come from ImageNet training set and the adversar-

– Page 17 of 59 –



Semantic-Based Adversarial Attack and Its Transferability

Table 3–4 Error rate (Top-1) under defenses (ResNet50 as surrogate model)

Method Victim None JPEG Pixel Random TVM Smooth

DN121 80.3% 64.9% 67.2% 64.5% 70.2% 60.0%
IncRNV2 46.4% 38.0% 38.3% 40.3% 41.0% 31.7%

InceptionV3 51.6% 43.2% 42.7% 46.2% 46.1% 33.5%
NASNetLarge 38.3% 31.3% 32.4% 35.2% 34.0% 23.7%

ResNet152 63.9% 51.4% 51.6% 48.9% 56.6% 41.2%
SI-CW ResNet50 99.9% 98.5% 98.7% 89.5% 99.6% 93.4%

VGG19 66.5% 60.7% 60.6% 62.9% 63.3% 89.8%
Xception 48.8% 40.6% 40.9% 44.0% 44.7% 36.5%
IncV3adv 31.2% 33.8% 35.0% 38.1% 37.0% 96.5%

IncRNV2adv 26.4% 27.4% 27.6% 30.1% 28.2% 81.7%
RNX101denoise 18.0% 18.2% 18.2% 44.4% 18.1% 70.4%

DN121 81.2% 65.1% 66.4% 64.0% 69.7% 60.0%
IncRNV2 48.7% 39.8% 39.3% 40.0% 42.1% 31.8%

InceptionV3 53.0% 44.8% 45.0% 47.9% 48.3% 32.6%
NASNetLarge 38.6% 30.8% 31.5% 34.3% 34.6% 23.5%

ResNet152 66.1% 52.8% 54.1% 51.5% 58.4% 40.2%
SI-PGD ResNet50 100.0% 99.1% 99.4% 90.8% 99.6% 92.4%

VGG19 69.5% 62.8% 61.4% 65.7% 65.2% 89.6%
Xception 49.1% 40.8% 43.0% 43.5% 44.7% 37.1%
IncV3adv 31.5% 34.3% 35.8% 39.2% 38.4% 96.2%

IncRNV2adv 26.1% 27.9% 28.5% 29.7% 29.8% 81.5%
RNX101denoise 18.2% 18.5% 18.9% 44.6% 18.4% 70.5%

DN121 90.5% 81.0% 82.1% 78.0% 83.7% 63.4%
IncRNV2 64.6% 56.7% 58.2% 57.8% 59.5% 34.6%

InceptionV3 66.1% 62.3% 62.4% 62.9% 64.1% 37.5%
NASNetLarge 57.9% 49.2% 53.0% 52.7% 53.0% 29.3%

ResNet152 78.8% 70.3% 72.8% 67.1% 75.6% 44.2%
SI-AoA ResNet50 100.0% 99.9% 99.8% 95.6% 99.9% 94.1%

VGG19 80.4% 77.7% 78.5% 77.1% 79.8% 89.9%
Xception 64.6% 57.6% 58.4% 61.1% 59.0% 40.9%
IncV3adv 53.7% 52.7% 54.9% 55.1% 56.2% 96.2%

IncRNV2adv 44.0% 44.2% 46.2% 48.0% 47.0% 82.3%
RNX101denoise 18.7% 19.2% 19.1% 44.6% 19.0% 70.5%
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ial samples are going to cheat and therefore damage well-trained neural networks in it,
we name this dataset as DAmageNet.

DAmageNet contains 50000 adversarial samples and could be downloaded from
https://pan.baidu.com/s/1WQpQTIt-PA2L-bIR6QF5yw by “098k”. The samples are
named the same as the original ones in ImageNet validation set. Accordingly, user
could easily find the corresponding samples as well as its label. The average RMSE
between samples in DAmageNet and those in ImageNet is about 7.231. In Fig. 3–4, we
show part of the image pairs in ImageNet and DAmageNet.

Figure 3–4 Samples in ImageNet and DAmageNet. The images on the left are original samples
from ImageNet. The images on the right are adversarial samples from DAmageNet. One could

observe that these images look similar and human beings have no problem to recognize them as the
same class.

We use several well-trained models to recognize the images in DAmageNet. Sev-
eral neural networks strengthened by adversarial training are considered as well. The
error rate (top-1) is reported in Table 3–5. The models are from Keras Application and
the test error may differ from original references. DAmageNet increases the error rate
of all 13 undefended models to over 85% and that of 5 direct adversarial-trained models
to over 70%. Moreover, DAmageNet resists 4 tested defenses with almost no drop on
the error rate compared to other methods in Table 3–4. To the best of our knowledge,
this is the first adversarial dataset, it can be used to evaluate model robustness and the
effect of defenses.
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Table 3–5 Error rate (Top-1) on ImageNet and DAmageNet

No defense Defenses on DAmageNet
Victim ImageNet DAmageNet JPEG Pixel Random TVM

VGG16[1] 38.51 99.85 99.67 99.70 99.19 99.76
VGG19[1] 38.60 99.99 99.99 99.99 99.96 99.99

ResNet50[2] 36.65 93.94 91.88 92.48 92.52 93.08
ResNet101[2] 29.38 88.13 85.44 86.23 86.12 87.06
ResNet152[2] 28.65 86.78 83.93 84.83 84.71 85.68

NASNetMobile[98] 27.03 92.81 90.42 91.43 90.31 91.86
NASNetLarge[98] 17.77 86.32 83.31 84.87 84.91 85.53
InceptionV3[50] 22.52 89.84 87.82 89.01 88.49 89.59

IncRNV2[97] 24.60 88.09 85.01 85.95 89.04 86.79
Xception[105] 21.38 90.57 88.53 89.77 86.03 90.32

DenseNet121[3] 26.85 96.14 93.96 94.85 93.82 95.30
DenseNet169[3] 25.16 94.09 91.72 92.78 91.78 93.36
DenseNet201[3] 24.36 93.44 90.52 91.71 90.86 92.45
IncV3adv[104] 22.86 82.23 82.03 83.35 82.88 83.95

IncV3advens3[106] 24.12 80.72 80.35 81.68 81.57 82.36
IncV3advens4[106] 24.45 79.26 78.86 79.96 79.76 80.8
IncRNV2adv[104] 20.03 76.42 75.71 76.85 76.86 77.73

IncRNV2advens[106] 20.35 70.70 71.09 72.32 73.32 73.04
RNX101denoise[70] 32.20 35.40 36.27 36.65 55.53 36.21

3.6 Summary
To improve the transferability of adversarial attack, we are the first to attack on

attention and achieve a great performance on black-box scenarios. Success of AoA relies
on the semantic features shared by different DNNs. To effectively attack on attention,
we apply network visualization in designing the attention loss. AoA enjoys a significant
increase in transferability when the traditional cross entropy loss is replaced with the
attention loss. Since AoA alters loss function only, it could be easily combined with
other transfer-enhancement attacks and achieve a state-of-the-art performance.

By SI-AoA, we generate DAmageNet, the first dataset containing samples with a
small perturbation and a high black-box transfer rate (an error rate over 85% for unde-
fended models and over 70% for direct adversarial-trained models). DAmageNet pro-
vides a benchmark to evaluate the robustness of DNNs by elaborately-crafted samples.
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Chapter 4 Attack on Attention with Query

4.1 Method
The proposed AoA in the last chapter enjoys a great transferability across models.

However, it does not use the output information of the victim model, which belongs to
the query approach black-box attack. In this section, we further propose the variants of
AoA, i.e., AoA-N and AoA-L. By querying the black-box model, we found that they
achieve an amazing transferability in the targeted case and the non-targeted case.

Suppose the attacked surrogate neural network is 𝑓 . Then for an input 𝑥ori with the
label 𝑦ori, an adversarial sample 𝑥adv could be generated basically by i) minimizing the
distance between 𝑦tar and 𝑓(𝑥adv), where 𝑦tar is the attack target label, in the targeted-
case; ii) maximizing the distance between 𝑓(𝑥adv) and 𝑓(𝑥ori) in the non-targeted case,
both in the constraint that ‖𝑥ori − 𝑥adv‖ is small.

Different to the existing attacks that focus on the final output, the proposed method
aims to change the attention heat map. Specifically, let ℎ(𝑥, 𝑦) stand for the attention
heat map for the input 𝑥 and the specified class 𝑦. The basic idea of our attack is to
shift the attention away from the original class (non-targeted) or close to the targeted
class (targeted). The corresponding loss is hence called shift loss. In this thesis, we
utilize SGLRP[38] to calculate the attention heat map ℎ(𝑥, 𝑦). There are of course many
techniques for obtaining the heat map, as long as ℎ(𝑥, 𝑦) and its gradient on 𝑥 could be
effectively calculated.

In non-targeted attack, we do not have a clear target, so we push the adversarial
class away from the original class to the class with the highest prediction probability.
Specifically,

𝑝non(𝑥) = ||ℎ(𝑥, 𝑦ori)||1
||ℎ(𝑥, 𝑦ori(𝑥))||1

, (4–1)

where 𝑦ori(𝑥) is the class with highest prediction probability for 𝑥, except of 𝑦ori. In this
case, we encourage ||ℎ(𝑥, 𝑦ori)||1 to be weakened relative to ||ℎ(𝑥, 𝑦ori(𝑥))||1, so 𝑝non(𝑥)
is desired to be small.

In targeted attack, we need to draw the adversarial class close to the targeted class
and hence we design as the following,

𝑝tar(𝑥) = ||ℎ(𝑥, 𝑦tar)||1
||ℎ(𝑥, 𝑦tar(𝑥))||1

, (4–2)

where 𝑦tar(𝑥) is the class with highest prediction probability for 𝑥, except of 𝑦tar. We
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encourage ||ℎ(𝑥, 𝑦tar)||1 to be strengthened relative to ||ℎ(𝑥, 𝑦tar(𝑥))||1, so 𝑝tar(𝑥) is de-
sired to be large.

There are two phases for the targeted attack. In phase I, starting from the original
label, 𝑦tar(𝑥) = 𝑦ori and then maximizing 𝑝tar has similar performance as in the non-
targeted case that we encourage the heat map to differ from the original. In phase II,
𝑦tar(𝑥) ≠ 𝑦ori, where the prediction is already incorrect, but it is not necessarily the
target label. Then maximizing 𝑝tar is actually to enhance ℎ(𝑥, 𝑦tar) until the targeted
attack is achieved.

Notice that we use proportion, not subtraction, to measure the distance because
proportion has a good transferability across DNNs, which may have different absolute
values of heat maps. However, using the proportion makes the gradient quite small
when 𝑝(𝑥) ≤ 1. Therefore, we turn to optimize −1/𝑝(𝑥) in that case and use the sigmoid
membership function to connect the two segments, i.e.,

𝑣(𝑝) = 𝑝𝛽(𝑝) − 1
𝑝(1 − 𝛽(𝑝)),

𝛽(𝑝) = ℎsigmoid(𝑝 − 1).
(4–3)

Finally, we design activation functions on 𝑣(𝑝) and obtain two versions of shift loss
(NRU and LLU) as follows

• Normal Rectified Unit (NRU):

𝐹shift−n(𝑝) = (1 + 4𝑒− (𝑝−1)2
8 )𝑣(𝑝).

• Log Linear Unit (LLU):

𝐹shift−l(𝑝) =
{

𝑙𝑜𝑔(𝑣(𝑝) + 1) 𝑣(𝑝) ≥ 0
−𝑙𝑜𝑔(−𝑣(𝑝) + 1) 𝑣(𝑝) < 0.

In our experience, NRU is good for restricting the change magnitude and LLU is a better
choice for a high attack success rate. Other activation functions are also possible.

Now we summarize the possible loss functions 𝐿(𝑥) in the AoA-N and AoA-L.
• Non-targeted case: we will minimize the shift loss, which has two choices

𝐿AoA−N(𝑥) = 𝐹shift−n(𝑝non(𝑥)),
𝐿AoA−L(𝑥) = 𝐹shift−l(𝑝non(𝑥)).

(4–4)

• Targeted case: we will maximize the shift loss, as the following

𝐿AoA−NT(𝑥) = −𝐹shift−n(𝑝tar(𝑥)),
𝐿AoA−LT(𝑥) = −𝐹shift−l(𝑝tar(𝑥)).

(4–5)
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The adversarial samples are generated in an update process by minimizing a loss
function 𝐿. Specifically, set 𝑥0

adv = 𝑥ori and the update procedure could be generally
described as the following

𝑥𝑘+1
adv = 𝑥𝑘

adv − 𝛼 𝑔(𝑥𝑘)
||𝑔(𝑥𝑘)||1/𝑁 ,

𝑔(𝑥) = 𝜕𝐿(𝑥)
𝜕𝑥 .

(4–6)

The gradient 𝑔 is normalized by its average 𝑙1-norm, i.e., ||𝑔(𝑥𝑘)||1/𝑁 where 𝑁 is
the size of the image. By iterative update, we could gradually change the image 𝑥, until
attack succeeds, i.e., argmax 𝑓(𝑥) ≠ 𝑦ori in non-targeted case or argmax 𝑓(𝑥) = 𝑦tar in
targeted attack.

For the attacking step length 𝛼 in (4–6), there are some differences given the attack
purposes. For non-targeted attack, we simply keep a constant 𝛼. But the targeted attack
needs careful modification since the target and the original heat map could be quite
different. In our experiments, we set the following adaptive schemes: i) when the white-
box attack is achieved, i.e., argmax 𝑓(𝑥) = 𝑦tar, the step length is doubled to across the
decision boundary of black-box models, because the gradient now is towards the right
direction. ii) when the loss value is smaller than a pre-given threshold 𝜁 , the step length
is halved, because the gradient may not be precise.

AoA-N and AoA-L could be used for black-box attack for its good transferability
on heat maps. The basic scheme is to choose a (white-box) surrogate DNN, then update
𝑥 by (4–6), and the generated adversarial samples could be used for black-box attack on
other models. A good attack needs to change the label with small distortion, for which
there are three black-box attack strategies.

1. Gradually update 𝑥 until the black-box victim model changes the decision.
2. Set a referred black-box model and stop when the referred model changes the

decision.
3. Set a threshold for the number of update iteration or the magnitude of distortion.

Stop the update when the threshold is achieved.
Strategy 1) is actually a decision-based black-box attack with few queries. Strategy

2) and 3) are zero-query black-box attacks. In few-query black-box attack, we choose
strategy 1) for a good trade-off between distortion magnitude and attack success rate.
In zero-query black-box attack, we choose strategy 2) where one needs an surrogate
model and a referred model for query to generate images that are then used to attack
other models in the zero-query manner.

– Page 23 of 59 –



Semantic-Based Adversarial Attack and Its Transferability

4.2 Experiments
In this section, we will evaluate the performance of our variants of Attack on At-

tention, especially their black-box attack capability. Since AoA-N and AoA-L are very
good black-box attacks, they provide adversarial samples that can defeat many DNNs in
the zero-query manner. These samples are collected in the dataset DAmageNet2. This
section will also introduce DAmageNet2 and report the performance of different DNNs
on it.

The experiments are conducted on ImageNet. For attack and test, several
well-trained models in Keras Applications[99] are used, including VGG19[1], In-
ceptionV3[50], NASNetLarge[98], Xception[105], DenseNet121[3]. We also use Con-
denseNet[107] and other adversarial-trained models. We pre-process with Keras pre-
processing function, central cropping and resizing (to 224). The experiment is imple-
mented in TensorFlow[100], Keras[99] with 4 NVIDIA GeForce RTX 2080Ti GPUs.

For the attack performance, we care about two aspects: the success rate of at-
tack and how large the image is changed. Denote the generated adversarial sample
as 𝑥adv with size 𝑁 . The change from the original image 𝑥ori could be measured
by𝑑 (𝑥adv, 𝑥ori) = √∑ (𝑥adv − 𝑥ori)

2 /𝑁 , i.e., the Root Mean Squared Error (RMSE)
in each pixel.

In AoA-N, we set 𝛼 = 1 in (4–6). In AoA-L, we choose 𝛼 = 2 in (4–6), and 𝜁 =
−15. The attack will be stopped when the iteration exceeds 100. For attack performance
evaluation, we randomly choose 100 images. The target labels in targeted case are also
chosen randomly.

4.3 Transferability of AoA-N and AoA-L
We first consider the transferability of AoA variants in ImageNet validation set

with several queries of decision only, i.e., we will attack in Strategy 1). The average
of the success rate, the difference (root mean squared deviation), and the number of
queries of AoA-L are reported in Table 4–1, 4–3. The query time is below 8 for the
non-targeted attack and below 30 for the targeted attack. Very recent researches[18, 20]

still require query times of over 50 to guarantee a high success rate. Note that we only
query the output label, not the probabilities.

FromTable 4–1, 4–3, one could find that VGG19 is a good candidate for generating
transferable samples with small distortion, which also coincides with our guess from
Fig. 3–3. For VGG19, we also try AoA-N and report the performance in Table 4–2 and
Table 4–4 (unanimity requires the same false prediction). Generally speaking, AoA-N
can also achieve a good success rate in non-targeted and targeted case. Although the
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Table 4–1 AoA-L performance on non-targeted case

Surrogate Victim rate RMSE # query

VGG19[1] 100% 1.776 —
DenseNet121[3] 100% 10.27 3.12
ResNet152[2] 100% 10.36 3.21

VGG19 InceptionV3[50] 100% 9.595 2.61
[1] NASNetLarge[98] 100% 11.08 3.32

Xception[105] 100% 10.72 3.20
InceptionResNetV2[97] 100% 10.89 3.26

VGG19[1] 99% 15.77 6.52
DenseNet121[3] 100% 15.27 6.61
ResNet152[2] 99% 17.25 7.79

InceptionV3 InceptionV3[50] 100% 2.063 —
[50] NASNetLarge[98] 100% 15.34 5.91

Xception[105] 100% 13.12 5.04
InceptionResNetV2[97] 98% 14.72 6.10

VGG19[1] 100% 12.43 3.69
DenseNet121[3] 100% 1.833 —
ResNet152[2] 100% 13.38 4.26

DenseNet121 InceptionV3[50] 100% 13.99 4.76
[3] NASNetLarge[98] 100% 16.24 6.26

Xception[105] 100% 13.43 4.43
InceptionResNetV2[97] 100% 14.54 4.53

Table 4–2 AoA-N performance on non-targeted case

Non-Targeted success Non-Targeted unanimity
Surrogate Victim model rate RMSE # query rate RMSE # query

VGG19[1] 100% 1.717 — — — —
DenseNet121[3] 89% 4.128 7.17 70% 4.726 9.32
ResNet152[2] 87% 4.042 7.24 72% 4.517 8.67

VGG19 InceptionV3[50] 96% 4.224 7.52 86% 4.791 9.88
[1] NASNetLarge[98] 88% 4.097 6.72 81% 4.699 9.09

Xception[105] 98% 3.717 6.17 92% 4.153 7.62
InceptionResNetV2[97] 85% 4.525 8.41 77% 5.064 10.47
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Table 4–3 AoA-L performance on targeted case (AoA-LT)

Surrogate Victim rate RMSE # query

VGG19[1] 91% 6.9191 —
DenseNet121[3] 89% 10.826 12.95
ResNet152[2] 87% 11.816 13.23

VGG19 InceptionV3[50] 88% 10.432 12.80
[1] NASNetLarge[98] 91% 11.448 13.45

Xception[105] 96% 10.621 13.01
InceptionResNetV2[97] 91% 11.345 12.34

VGG19[1] 92% 18.814 24.05
DenseNet121[3] 96% 21.175 27.27
ResNet152[2] 88% 24.460 32.57

InceptionV3 InceptionV3[50] 97% 9.0882 —
[50] NASNetLarge[98] 84% 21.136 26.82

Xception[105] 87% 17.227 20.85
InceptionResNetV2[97] 96% 22.716 29.36

VGG19[1] 92% 12.012 14.86
DenseNet121[3] 94% 5.7744 —
ResNet152[2] 90% 13.544 13.80

DenseNet121 InceptionV3[50] 94% 12.917 12.17
[3] NASNetLarge[98] 94% 15.234 14.52

Xception[105] 95% 13.678 14.27
InceptionResNetV2[97] 92% 14.927 13.46

Table 4–4 AoA-N performance on targeted case (AoA-NT)

Targeted success Targeted unanimity
Surrogate Victim model rate RMSE # query rate RMSE # query

VGG19[1] 78% 6.967 — — — —
DenseNet121[3] 70% 6.865 17.64 50% 7.345 17.65
ResNet152[2] 71% 7.571 19.87 31% 8.406 21.51

VGG19 InceptionV3[50] 71% 6.052 14.90 51% 7.395 19.80
[1] NASNetLarge[98] 66% 6.967 19.08 66% 7.226 18.80

Xception[105] 68% 6.356 15.94 54% 6.654 16.89
InceptionResNetV2[97] 67% 6.614 16.70 43% 6.930 17.11
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success rate is not as high as AoA-L, the perturbation is smaller. Therefore, AoA-N
is a good choice for generating transferable adversarial samples. Notice that most of
the attack failures could be found during our white-box attack procedure. Therefore,
in the adversarial dataset, we can pre-select and only provide samples that can cheat
DNNs, which is the reason why the attack success rates reported in the next subsection
are higher than that in Table 4–2 and Table 4–4.

4.4 DAmageNet2
The above experiments show that AoA-N and AoA-L have a very promising trans-

ferability such that we could also generate adversarial samples able to beat many well-
trainedDNNs. Accordingly, we choose VGG19 as the surrogatemodel and InceptionV3
as the referred model in Strategy 2). For the loss, we choose the non-targeted AoA-N
since we pursue a small distortion in the adversarial dataset. The distortion is restricted
by limiting maximum iteration of attack to 20 and the step length 𝛼 = 1.

To guarantee the quality of the dataset, we manually discard samples with a low
transferability, i.e., the samples that cannot fool InceptionV3 to produce the same false
label as VGG19 or that are correctly predicted by any networks in NASNetLarge, Incep-
tionResNetV2, Xception, DenseNet121. The image selection scheme and conditions of
query can be summarized below. Except VGG19, which is used as the surrogate model
to generate adversarial samples, InceptionV3, which is used as the referred model for
the stop condition, and NASNetLarge, InceptionResNetV2, Xception, DenseNet121,
which are queried once for checking the attack performance, other DNNs are only used
as victim models for test in the zero-query attack manner.

Since the original images are coming from ImageNet training set and the adversar-
ial samples are going to cheat neural networks, we name this dataset as DAmageNet2.
The samples in DAmageNet2 are very similar to those in ImageNet training set and the
average root mean square deviation is about 4.2. In Fig. 4–1, we demonstrate part of
the image pairs in ImageNet and DAmageNet2.

DAmageNet2 contains 96020 adversarial samples in total and could be down-
loaded from https://pan.baidu.com/s/1qhmd4-M0cb6XDLB7rJhC3Q by code “d3cq”
(separately-packed .tar files). Directories include 1000 folders with the correct labels as
the folder names, which are in the same order of ImageNet. In each folder, one can find
around 100 adversarial samples for this class. The file name is the same as that of the
original image in ImageNet, with which one can find the corresponding sample.

DAmageNet2 provides adversarial samples that can cheat many DNNs. Here, we
use several well-trained models to recognize the images in DAmageNet2 and ImageNet.
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Figure 4–1 Samples in ImageNet and DAmageNet2. The images on the left column are original
samples from ImageNet. The images on the right column are adversarial samples from

DAmageNet2. One could observe that these images look similar and human beings have no
problem to recognize them as the same class.
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For ImageNet, we only consider the images that generate DAmageNet2 in order to show
the attack performance. For the error rates on the whole ImageNet, please refer to the
references. Besides, several neural networks strengthened by adversarial training are
considered as well. The error rate (top-1) is reported in Table 4–5. These samples that
DNNs fail to recognize reveal common vulnerabilities of DNNs.

Table 4–5 Error rate (Top-1) on ImageNet and DAmageNet2

Victim model ImageNet DAmageNet2

VGG16[1] 12.6% 99.7%
VGG19[1] 5.1% 99.9%
ResNet50[2] 11.4% 92.5%
ResNet101[2] 17.3% 84.6%
ResNet152[2] 16.6% 81.8%
NASNetMobile[98] 13.2% 90.3%
NASNetLarge[98] 4.8% 99.9%
InceptionV3[50] 6.4% 96.7%
InceptionResNetV2[97] 11.7% 99.9%
Xception[105] 8.8% 99.9%
DenseNet121[3] 15.2% 99.9%
DenseNet169[3] 10.8% 94.3%
DenseNet201[3] 9.5% 91.6%
CondenseNet74-4[107] 18.3% 95.5%
CondenseNet74-8[107] 22.5% 93.1%
Inception𝑉 3𝑎𝑑𝑣

[104] 3.8% 77.1%
Inception𝑉 3𝑎𝑑𝑣𝑒𝑛𝑠3

[104, 106] 6.9% 72.6%
Inception𝑉 3𝑎𝑑𝑣𝑒𝑛𝑠4

[104, 106] 7.4% 67.4%
InceptionResNet𝑉 2𝑎𝑑𝑣

[104] 2.3% 60.4%
InceptionResNet𝑉 2𝑎𝑑𝑣𝑒𝑛𝑠

[104, 106] 4.0% 52.7%

Based on the high transferability of common attention features shared by DNNs,
AoA-N successfully provides DAmageNet2, an improved version of DAmageNet with
a great transferability on different architectures. We are curious about the reason of
its aggression and whether it can be mitigated by defense methods although our main
contribution is for producing attack transferability instead of breaking the defense.

In the recent years, there is great progress on adversarial defense methods in pre-
processing, structure modification and adversarial training. Here, we only adopt popu-
lar pre-processing defenses given its practicability. The error rate (top-1) of the secured
DNNs on DAmageNet2 is reported in Table 4–6. Although there are some improve-
ments in the accuracy due to the defense, the results are far from satisfactory.
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Table 4–6 Error rate (Top-1) on DAmageNet2 with defense methods

Victim model JPEG[71] Pixel[72] Super[73] Random[108] TVM[102]

VGG16[1] 99.5% 98.9% 98.5% 99.8% 99.7%
VGG19[1] 99.9% 99.9% 99.9% 99.9% 99.9%
ResNet50[2] 85.2% 83.6% 80.6% 86.5% 89.8%
ResNet101[2] 75.3% 73.9% 71.5% 76.6% 80.3%
ResNet152[2] 72.2% 71.0% 68.4% 73.8% 77.2%
NASNetMobile[98] 80.7% 79.8% 76.1% 82.6% 85.7%
NASNetLarge[98] 75.9% 76.4% 70.6% 82.4% 85.8%
InceptionV3[50] 75.6% 75.4% 71.0% 80.7% 83.9%
InceptionResNetV2[97] 80.7% 78.9% 74.8% 83.4% 88.0%
Xception[105] 85.3% 84.3% 80.2% 86.9% 91.9%
DenseNet121[3] 90.8% 89.9% 86.5% 91.5% 95.0%
DenseNet169[3] 84.7% 83.7% 80.1% 87.4% 90.2%
DenseNet201[3] 80.5% 79.6% 76.0% 83.6% 86.6%
CondenseNet74-4[107] 88.6% 87.9% 85.2% 95.1% 92.3%
CondenseNet74-8[107] 87.1% 86.4% 84.1% 93.0% 90.7%
IncV3adv[104] 67.0% 65.6% 62.2% 69.0% 73.4%
IncV3advens3[104, 106] 63.6% 62.1% 59.4% 65.1% 69.6%
IncV3advens4[104, 106] 59.4% 58.0% 55.5% 60.9% 64.9%
IncRNV2adv[104] 52.9% 51.0% 48.3% 55.5% 58.1%
IncRNV2advens[104, 106] 47.8% 46.1% 44.3% 50.2% 52.2%

4.5 Summary
To further improve the transferability of adversarial attack, we propose two variants

of AoA in this section and evaluate themwith query. Experiments show that AoA-N and
AoA-L have a promising transferability in both the non-targeted case and the targeted
case. By AoA-N, we generate DAmageNet2, which is larger than DAmageNet in the last
chapter and could induce DNNs to have a higher error rate with a smaller perturbation.
DAmageNet2 provides a benchmark to evaluate the robustness of DNN by elaborately-
crafted adversarial samples.
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Chapter 5 Attack on Attention for Object Detection

In this chapter, we extend attack on attention to object detection. Since detec-
tion networks are broadly implemented in security system, attack them in black-box
manner would be more aggressive. However, the attention for detection is quite dif-
ferent from that for classification. Accordingly, we propose a novel network visualiza-
tion method, named Multi-Node Softmax Gradient Layer-wise Relevance Propagation
(MN-SGLRP), which is the first visualization method for object detection. Then based
on it, we design our attack, named ATTACk on multi-node attenTION for object de-
tecTION network (ATTACTION). Experiments show that ATTACTION has state-of-
the-art transferability across models and tasks. A new dataset, Adversarial Objects in
COntext (AOCO), is also created for robustness testing.

We propose an attack specifically designed for black-box transferability, named
ATTACk on multi-node attenTION for object detecTION (ATTACTION). ATTAC-
TION works by suppressing multi-node attention for several bounding boxes. Since the
attention heat map is commonly shared by different architectures as shown in Fig. 1–2,
attacking on it in the white-box surrogate model achieves a high transferability towards
black-box models. Below we first analyse why we do not adopt the high-transferable
single-node attack on attention in classification. Then we present our ATTACTION
framework and introduce its details by addressing three crucial issues.

5.1 Why Attention and Why Not Single-Node Attetnion
Classification nets[1-3, 97] generally output a vector 𝑦. The decision is formed by

the largest probability argmax(𝑦), which is single-node information. So, we propose to
attack on single-node attention (AoA), i.e., suppress the attention for the correct class,
and achieve a good transferability.

However, it does not work well in attacking detection nets given their large dif-
ference compared to classification ones. In contrast to classification nets, predictions
of detection nets[4, 7, 8, 109], or the messages presented to the users, are formed by the
location and confidence of several bounding boxes, which is multi-node information.
The necessity of attacking multi-node output in detection nets has been discussed[12]

and many works also validate that[34, 75, 76].
According to the analysis above, it can be expected that single-node attention at-

tacks in classification are ineffective for attacking detection networks. Experimental
validation of this is presented in the Appendix.
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5.2 Who is ATTACTION

Figure 5–1 Framework of ATTACTION. 𝑥𝑘 is the sample in iteration 𝑘 and 𝑓(𝑥𝑘) is the network
prediction for it. MN-SGLRP calculates the network attention heat map ℎ(𝑥𝑘, 𝑇 ) for certain target

nodes in set 𝑇 . Gradients of ℎ(𝑥𝑘, 𝑇 ) back propagate to 𝑥𝑘, which is then modifies it to 𝑥𝑘+1.

To achieve a high transferability in attacking object detection, we propose to AT-
TACk on multi-node attenTION for object detecTION (ATTACTION). We present the
framework of ATTACTION in Fig. 5–1. Starting from the original sample 𝑥0, the in-
put image 𝑥𝑘 in the 𝑘-th iteration forward propagates in the surrogate model and gets
the prediction 𝑓(𝑥𝑘). Then the network visualization method calculates the attention
heat map ℎ(𝑥𝑘, 𝑇 ) for all attacked nodes in set 𝑇 . Gradients of ℎ(𝑥𝑘, 𝑇 ) back propagate
through the whole route to 𝑥𝑘, which is then modified to 𝑥𝑘+1.

In this framework, there are three crucial issues: (i) how to get the attention heat
map ℎ(𝑥, 𝑇 ); (ii) how to update the sample 𝑥 by gradients of ℎ(𝑥, 𝑇 ); (iii) how to choose
the multiple nodes to attack.

5.3 What is the Attention Heat Map for Object Detection
Among the visualization methods for classification[36, 37], SGLRP[38] excels in dis-

criminating ability against irrelevant regions of a certain target node. It visualizes how
the input contributes to one output node by back-propagating the relevance from the
output to the input. 𝑅 is the initial relevance in the output layer and its 𝑛-th component
is calculated as

𝑅𝑛 =
{

𝑦𝑛 (1 − 𝑦𝑛) 𝑛 = 𝑡
−𝑦𝑡𝑦𝑛 𝑛 ≠ 𝑡,

(5–1)
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where 𝑦𝑛 is the predicted probability of class 𝑛, and 𝑦𝑡 is that for the single-node target
𝑡. The pixel-wise attention heat map ℎ(𝑥, 𝑡) for the single-node target 𝑡 is calculated by
back propagating the relevance 𝑅 from the final layer to the input with certain rules[38].

In detection nets, wemostlywonder how the input contributes to𝑚 bounding boxes.
This multi-node attention could not be directly calculated by (5–1). The intuitive idea
of simply adding 𝑚 single-node heat maps is inefficient and not applicable. Since in this
way, the heat map needs to be calculated 𝑚 times for 𝑚 single-node targets. Besides,
the added heat map is different from the multi-node attention. Because in SGLRP, the
“irrelevant” regions for one target node (all 𝑛 ≠ 𝑡 in (5–1)) are suppressed, which may
be the relevant regions for other target nodes. Adding all single-node heat maps together
actually suppresses all relevant regions for 𝑚 − 1 times but only highlights it for 1 time,
which is not our intention to calculate the multi-node attention.

Here we present our Multi-Node Softmax Gradient Layer-wise Relevance Propa-
gation (MN-SGLRP), the first network visualization method for detection networks and
therefore contribute to the high-transferable attack, which is modified from SGLRP as

𝑅𝑛 =
{

𝑦𝑛 (1 − 𝑦𝑛) 𝑛 ∈ 𝑇
− 1

𝑚 ∑𝑚
𝑖=1 𝑦𝑡𝑖𝑦𝑛 𝑛 ∉ 𝑇 ,

(5–2)

where 𝑦𝑡𝑖 is the predicted probabilities for one target node 𝑡𝑖. 𝑇 is the set containing all
target nodes {𝑡1, 𝑡2, ..., 𝑡𝑚}. In this way, relevance for all target nodes is calculated in
one time as we desire. Therefore, the heat map is obtained very quickly, i.e., 𝑚 times
faster than adding single-node ones.

We illustrate the difference between single-node SGLRP and our multi-node MN-
SGLRP in Fig. 5–2. SGLRP only displays the network attention for one node of one
bounding box, e.g. TV, chair, bottle, as shown in the right 3 images. MN-SGLRP, in
contrast, visualizes the overall attention for several nodes. It could also demonstrate the
relative attention strength for different nodes, e.g., the attention for bottle is smaller than
that for TV as shown in the second image.

Figure 5–2 Difference between heat maps from SGLRP and MN-SGLRP. The heat maps are for
YOLOv3[109]. For SGLRP, we choose the object confidence nodes for the predicted bounding

boxes “TV”, “chair” and “bottle” for demonstration. For MN-SGLRP, 20 object confidence nodes
with the highest values are chosen.
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5.4 How to Update the Sample
For the update, we choose the simple one in our baseline as

𝑥𝑘+1 = clip𝜀 (𝑥𝑘 − 𝛼 𝑔(𝑥𝑘)
||𝑔(𝑥𝑘)||1/𝑁 ) ,

𝑔(𝑥) = 𝜕ℎ(𝑥, 𝑇 )
𝜕𝑥 ,

(5–3)

where 𝛼 stands for the step length. 𝑥 is 𝑙∞-norm bounded by 𝜀 from the original sample
in each iteration. Gradient 𝑔(𝑥) is normalized by its average 𝑙1-norm,i.e., ||𝑔(𝑥)||1/𝑁
to prevent numerical errors and control the degree of perturbation. 𝑁 is the dimension
of the image. In Section 5.6, we will show that the transferability of ATTACTION is
further increased from the baseline by adopting other update formulas[23, 25, 26].

5.5 Where to Attack
It is important to choose a proper node set 𝑇 to attack. Choices of localization or

classification nodes are described in[13]. Attack that adopts the localization loss moves
or shrinks the bounding boxes. Attacking by the classification loss, in contrast, leads
the bounding boxes to be in a different class or even disappear.

Although these two losses are coupled by the shared layers and the Non-Maximum
Suppression in the output[13]. We observe that they differ in the performance as losses
for attack. The results are presented in Table 5–1, where Dfool[75] uses the classification
loss and Loc adopts the localization loss. Generally, localization loss leads to a greater
drop in white-box cases, but the classification loss induces better black-box transferabil-
ity. Accordingly, we attack 𝑚 classification nodes 𝑇 with the highest confidence.

Intuitively, a large 𝑚 leads to attack on more bounding boxes, which, meanwhile,
leads to a large GPU memory occupation. A smaller 𝑚 may cause a focus on fewer
bounding boxes. In the extreme case when 𝑚 = 1, the multi-node ATTACTION is
reduced to single-node AoA. To trade off, we suggest 𝑚 = 20 empirically.

5.6 Experiments
In the sections below, we evaluate the performance of ATTACTION, especially its

transferability. The results are presented numerically and visually. In comprehensive
evaluation, ATTACTION achieves a great transferability in across models and even
across tasks. Furthermore, ATTACTION is flexible be easily combined with existing
transfer-enhancing techniques for a better performance.

Our experiments are conducted on Keras[99], Tensorflow[100] and PyTorch[110] in 4
NVIDIA GeForce RTX 2080Ti GPUs. Library iNNvestigate[111] is used to implement
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MN-SGLRP.
We experiment on MS COCO 2017 dataset[39], which is a large-scale benchmark

for object detection, instance segmentation and captioning. It contains over 118K train-
ing images and 5K validation samples. For a fair evaluation, we generate adversarial
samples from all 5K samples in its validation set each time and test several black-box
models on their mAP, a standard criteria in many works[4, 7, 8]. mAP is calculated by
APIs provided in[39]. All attacks are conducted with the step size 𝛼 = 2 for 10 iterations
and the perturbation is 𝑙∞-bounded in 𝜀 = 16 to guarantee the imperceptibility.

The black-box well-trained models fromMMDetection[112] are M1 (SSD512[113]),
M4 (Faster R-CNN[4]), M6 (Cascade R-CNN[6]), M7 (Cascade Mask R-CNN[6]), M8
(Hyrbrid Task Cascade[8]). We choose the best backbones for all models we use in
MMDetection and specify them in the Supplementary Material. The surrogate mod-
els we attack include M2[114] (YOLOv3[109]), M3[115] (RetinaNet[116]) and M5[117]

(Mask R-CNN[7]) as representations for single-task models and multi-task ones. To
pre-process, we resize the image with its long side as 416 for YOLOv3 or RetinaNet
and 448 for Mask R-CNN, and then zero-pad it to a square. The resolution is kept rel-
atively the same for a fair evaluation. Images are normalized to [0,1] in YOLOv3 or
subtracted by the mean of COCO training set in RetinaNet and Mask R-CNN.

To validate that the aggression comes from the attack method rather than resizing
or random perturbation, we add the Gaussian noise (𝜎 = 9) to images resized to 416
and make the perturbation larger than any other experiments. This ablation results are
reported as “Ablation”. The original mAP for MS COCO validation set provided in
MMDetection is reported as “None” (attack).

5.7 Transferability of ATTACTION
We first evaluate the transferability of ATTACTION baseline with other detection

attacks in the same setting. For DAG[12], we follow the setting of generating dense pro-
posals. The classification probabilities of 3000 bounding boxes with highest confidence
are attacked. But we alter its optimization to (5–3) because its original update produces
quite small perturbation, leading to a poor transferability, which is unfair for compari-
son. Dfool[75] suppresses the classification confidence for the original bounding boxes,
which is the same in our experiment. Localization loss is shown to be useful in[13], and
here we suppress the width and height of the original bounding boxes. In ATTACTION,
there are rare cases (less than 5% iterations) when the attention is too small to calculate
the gradient. In these cases, we use DAG loss, and the gradient recovers immediately.

We present the mAP of several victim networks in adversarial samples crafted by
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attacking M2 (YOLOv3[109]) with different methods in Table 5–1. It could be seen that
ATTACTION enjoys a state-of-the-art transferability towards 7 black-box models, out-
performing other methods for about 10% (2 to 3 mAP). ATTACTION also maintains
a good performance in white-box attack, but is not the best since it is specifically de-
signed for black-box scenarios. The mAP50 and mAP75 follow the same trend and are
reported in the Appendix. In ablation experiment in the second row, we find that the
aggression of adversarial samples comes from method rather than the perturbation.

Table 5–1 mAP of object detection in different attacks on M2 (YOLOv3)

Method M1 M2 M3 M4 M5 M6 M7 M8
None 29.3 33.4 38.1 40.7 42.1 42.5 45.7 46.9

Ablation 24.9 31.4 31.2 31.6 35.0 34.3 37.5 38.8
Dfool 23.3 2.5 29.2 29.8 33.3 32.9 36.5 38.0
Loc 21.9 0.2 25.8 26.6 29.8 29.4 33.2 33.2

DAG 20.8 0.6 22.8 23.4 26.8 25.6 28.9 31.0
ATTACTION 18.1 1.2 19.9 20.5 24.3 22.6 26.4 28.2

5.8 Transferability with Transfer-Enhancing Techniques
Some techniques are validated to be effective in enhancing the transferability

in classification. Among them, Diverse Input (DI)[25], Translation-Invariant (TI)[23]

and[26] Scale-Invariant (SI) are three of the best ones. We are curious about whether
they also work well in object detection.

In our experiment, DI[25] transforms 4 times with probability 𝑝 (𝑝 = 1 for better
transferability as suggested) and averaging the gradients. SI[26] divides the sample nu-
merically by the power 2 for 4 times before gradient calculation. TI[23] adopts a kernel
size of 15 as suggested.

From the results in Table 5–2, we discover that DI and TI do not have a significant
increase of transferability in object detection. In comparison, SI is quite effective, fur-
ther decreasing the mAP from the baseline. The mAP50 and mAP75 follow the same
trend as in the Appendix.

5.9 Transferability to Semantic Segmentation
Detection and segmentation are similar in some aspects, so they could be solved

by one network[6-8]. Given the shared layers of two tasks, adversarial samples for ob-
ject detection may transfer to semantic segmentation[12]. Accordingly, we evaluate this
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Table 5–2 mAP of object detection by ATTACTION with transfer techniques on M2 (YOLOv3)

Method M1 M2 M3 M4 M5 M6 M7 M8
ATTACTION 18.1 1.2 19.9 20.5 24.3 22.6 26.4 28.2

DI-ATTACTION 18.1 1.0 19.9 20.5 23.9 22.4 26.3 27.9
TI-ATTACTION 17.0 2.4 20.8 20.8 25.2 23.0 27.9 29.7
SI-ATTACTION 14.6 0.7 16.3 17.0 20.4 19.1 22.3 23.8

cross-task transferability by adversarial samples generated from SI-ATTACTION on
surrogate model M2 (YOLOv3[109]), M3 (RetinaNet[116]) and M5 (Mask R-CNN[7]).

From the results in Table 5–3, we find that SI-ATTACTION, the highest-
transferable method, could also greatly hurt the performance of semantic segmentation,
leading to a drop on mAP of over 70%. This might inspire the segmentation attackers
to indirectly attack object detection.

Table 5–3 Segmentation mAP of SI-ATTACTION on M2 (YOLOv3)

mAP mAP50 mAP75
Surrogate M5 M7 M8 M5 M7 M8 M5 M7 M8

None 38.0 39.4 40.8 60.6 61.3 63.3 40.9 42.9 44.1
Ablation 31.0 31.9 33.5 51.2 51.0 53.7 32.4 34.3 35.4

M2 17.9 18.6 20.3 31.6 31.7 34.5 18.0 18.9 20.7
M3 11.6 11.9 12.9 19.2 19.1 20.7 12.1 12.6 13.7
M5 1.2 11.1 11.8 2.4 17.9 18.9 1.0 11.9 12.6

5.10 Visual Results
We present the visual results for ATTACTION to further illustrate its influence.

For white-box scenarios in Fig. 5–3, the three models correctly detect a “person” and a
“skateboard”, and the attention heat map is clear and structured. After ATTACTION,
the heat maps are induced to be meaningless and without correct focus, leading to in-
correct predictions, i.e., no or false detection.

For black-box scenarios in Fig. 5–4, we visualize several predictions on the same
adversarial sample by black-box models. The objects in the image, e.g., laptop and
keyboard, are quite large and obvious to detect. However, with a small perturbation from
ATTACTION, 5 black-box models all fail to detect the laptop, keyboard and mouse.
Surprisingly, 4 of them even detect a non-existent “bed”, which is neither relevant nor
similar in the image.
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Figure 5–3 White-box attack illustration of ATTACTION. The image contains a person and a
skateboard. The top row shows the original correct predictions and the corresponding heat maps
for YOLOv3, RetinaNet and Mask R-CNN. The bottom row displays those for adversarial samples
generated by attacking corresponding models. Note that there are several incorrect overlapped
bounding boxes and masks (“car”, “motorcycle” and “boat”) in the image at the bottom right.

Figure 5–4 Black-box attack illustration of ATTACTION. Here are the predictions of the same
adversarial sample generated by attacking Mask R-CNN. The sample contains “TV”, “laptop”,
“mouse” and two “keyboard”s, but several black-box models only detect TV. They also produce

incorrect bounding boxes or masks such as “bed”, “coach” and “chair”.
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5.11 Adversarial Objects in Context
Given the great transferability of ATTACTION, we create Adversarial Objects in

COntext (AOCO), the first adversarial dataset for object detection. AOCO is generated
from the full COCO 2017 validation set[39] with 5k samples. It contains 5K adver-
sarial samples for evaluating object detection (AOCO detection) and 5K for seman-
tic segmentation (AOCO segmentation). Samples in AOCO detection have the long
side 416 and that for AOCO segmentation is 448. AOCO could be downloaded from
https://pan.baidu.com/s/1fjy9toJDRLTp8RSN-q1gZQ by “gbug”.

All 10K samples in AOCO are crafted by SI-ATTACTION, the highest-
transferable method on object detection. The surrogate model we attack is YOLOv3
for AOCO detection and Mask R-CNN for AOCO segmentation given the results in
Table 5–1 and Table 5–3.

We measure the degree of perturbation 𝛥𝑥 in AOCO by Root Mean Squared Error
(RMSE) as in[12, 118]. It is calculated as √∑𝑖(𝛥𝑥𝑖)2/𝑁 in a pixel-wise way, and 𝑁 is
the size of the image. Performance of AOCO is reported in Table 5–4 (bold for white-
box results). The RMSE in AOCO is lower than that in[84], and the perturbation is quite
imperceptible. Adversarial samples in AOCO are demonstrated in the Appendix.

Table 5–4 Detection mAP and segmentation mAP on COCO and AOCO

RMSE M1 M2 M3 M4 M5 M6 M7 M8
COCO detection 0.000 29.3 33.4 38.1 40.7 42.1 42.5 45.7 46.9
AOCO detection 6.469 14.6 0.7 16.3 17 20.4 19.1 22.3 23.8
COCO segmentation 0.000 \ \ \ \ 38.0 \ 39.4 40.8
AOCO segmentation 6.606 \ \ \ \ 1.2 \ 11.1 11.8

5.12 Summary
To pursue a high attack transferability, this thesis proposes ATTACTION, which

suppresses the multi-node attention, a common property across calculated by our MN-
SGLRP, to attack and therefore achieves a state-of-the-art transferability towards black-
box models. We also empirically find that transfer techniques may help as well and
the adversarial samples in detection transfer towards segmentation. Given the great
transferability of ATTACTION, we generate Adversarial Objects in COntext (AOCO),
the first adversarial dataset on object detection networks, which could help network
designers to quickly evaluate and improve the robustness of detection networks.
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Chapter 6 Conclusion and Future Work

6.1 Conclusion
To improve the transferability of adversarial attack, we are the first to attack on

attention and achieve a great transferability in black-box scenarios. The success of At-
tack on Attention (AoA) relies on the semantic features shared by different DNNs. To
effectively attack on attention, we apply network visualization method in designing the
attention loss. AoA and its variants enjoy a significant increase of the transferability
when the traditional cross entropy loss is replaced with attention loss. Furthermore,
AoA could be combined with transfer-enhancement methods and achieve a state-of-
the-art transferability.

By AoA and its varients, we generate DAmageNet/DAmageNet2, the first dataset
containing samples with a small perturbation and a high transfer rate (an error rate over
85% for undefended models). It is a benchmark to evaluate the robustness of DNNs by
elaborately-crafted adversarial samples.

We also extend our method towards object detection networks. To clearly calcu-
lated the attention heat map for detection nets, we propose a novel network visualization
method called MN-SGLRP. Based on it, we design ATTACTION, a high-transferable
attack on object detection. Experiments show ATTACTION enjoys a state-of-the-art
transferability over all existing methods. Accordingly, we create the dataset AOCO by
SI-ATTACTION, which could greatly hurt several black-box models.

6.2 Future Work
However, our work is not perfect. AoA has found the common vulnerability of

DNNs in attention. Other versions of attention loss may achieve a better transferability.
Attention is only one semantic feature and attacking on other semantic features shared
by DNNs is promising to have a good transferability. In ATTACTION, other choices of
multiple-node for attention might lead to a better performance, and it is valuable to test
its transferability by attacking more surrogate models.

The comprehensive explanation on why adversarial samples exist, how many are
they, what is the theoretical bound of their transferability are not fully discussed in this
thesis. Deep understandings and real innovations on deep learning theory and model
interpretability are essential to answer the questions above, which are the promising
works in the future.
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Appendix A More Comparative Results of AoA

Table A–1 Error rate (Top-1) of different transfer attacks on DenseNet121

Method DN121 IncRN2 IncV3 NASNetL RN152 RN50 VGG19 Xception
CW 100.0% 33.5% 39.5% 31.9% 39.6% 64.6% 53.2% 39.4%

MI-DI-CW 100.0% 37.5% 41.3% 36.1% 41.3% 62.8% 56.3% 40.4%
SI-CW 100.0% 48.6% 56.3% 49.1% 55.1% 78.4% 66.8% 55.9%

PGD 100.0% 34.0% 41.7% 31.9% 41.5% 68.9% 55.5% 41.5%
MI-DI-PGD 100.0% 39.7% 44.6% 39.4% 44.5% 68.3% 60.1% 43.7%

SI-PGD 100.0% 48.2% 57.0% 48.2% 56.0% 80.3% 70.0% 57.0%

AoA 100.0% 46.1% 53.5% 46.1% 55.0% 76.7% 64.6% 52.1%
MI-DI-AoA 100.0% 47.0% 48.8% 46.1% 50.5% 69.7% 63.3% 47.3%

SI-AoA 100.0% 61.8% 69.7% 63.3% 68.6% 85.0% 77.9% 69.6%

Table A–2 Error rate (Top-1) of different transfer attacks on InceptionV3

Method DN121 IncRN2 IncV3 NASNetL RN152 RN50 VGG19 Xception
CW 31.0% 22.7% 100.0% 21.3% 26.1% 42.3% 40.7% 33.4%

MI-DI-CW 34.4% 26.5% 100.0% 22.6% 30.2% 46.5% 42.6% 32.5%
SI-CW 41.3% 30.9% 100.0% 34.7% 33.1% 52.0% 44.9% 47.4%

PGD 32.7% 24.2% 100.0% 21.3% 27.3% 45.3% 40.7% 33.7%
MI-DI-PGD 36.8% 29.2% 100.0% 25.2% 33.0% 46.7% 43.4% 34.3%

SI-PGD 41.9% 30.7% 100.0% 34.2% 33.5% 52.4% 46.2% 48.1%

AoA 39.0% 30.2% 100.0% 32.7% 34.0% 52.8% 45.9% 45.1%
MI-DI-AoA 41.1% 34.8% 100.0% 30.9% 38.0% 53.8% 49.4% 39.4%

SI-AoA 49.8% 43.2% 100.0% 51.2% 44.4% 60.2% 52.6% 62.8%
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Table A–3 Error rate (Top-1) of different transfer attacks on VGG19

Method DN121 IncRN2 IncV3 NASNetL RN152 RN50 VGG19 Xception
CW 85.5% 62.0% 69.8% 62.7% 60.0% 77.8% 100.0% 68.0%

MI-DI-CW 74.3% 54.7% 59.1% 51.4% 52.8% 71.2% 99.9% 59.6%
SI-CW 87.8% 73.0% 74.6% 67.8% 69.5% 84.6% 100.0% 75.7%

PGD 87.1% 64.1% 71.8% 63.9% 63.1% 82.5% 100.0% 71.9%
MI-DI-PGD 79.6% 60.4% 65.2% 56.9% 59.4% 78.2% 99.8% 64.6%

SI-PGD 90.7% 74.8% 78.6% 69.8% 73.7% 88.3% 100.0% 79.6%

AoA 91.4% 73.7% 79.8% 74.2% 73.5% 86.6% 100.0% 81.0%
MI-DI-AoA 84.4% 65.8% 70.9% 63.0% 66.3% 82.7% 99.9% 70.4%

SI-AoA 95.2% 84.4% 87.2% 82.1% 82.3% 91.4% 100.0% 86.9%

Table A–4 Error rate (Top-1) of different transfer attacks on ResNet152

Method DN121 IncRN2 IncV3 NASNetL RN152 RN50 VGG19 Xception
CW 42.4% 36.2% 35.3% 25.6% 100.0% 57.7% 46.0% 31.9%

MI-DI-CW 42.6% 39.3% 37.2% 28.8% 100.0% 55.7% 47.3% 33.6%
SI-CW 53.6% 47.4% 41.6% 33.6% 100.0% 64.4% 53.3% 40.3%

PGD 42.7% 35.0% 34.9% 24.5% 98.1% 55.3% 43.6% 30.5%
MI-DI-PGD 44.5% 41.7% 39.3% 30.6% 97.8% 56.8% 49.8% 35.9%

SI-PGD 50.1% 43.4% 42.5% 30.1% 98.2% 62.0% 50.6% 38.4%

AoA 55.9% 54.2% 49.6% 36.4% 100.0% 71.5% 57.2% 45.6%
MI-DI-AoA 48.8% 47.9% 45.4% 36.2% 100.0% 62.2% 54.7% 43.7%

SI-AoA 66.7% 65.2% 58.9% 46.9% 100.0% 76.8% 65.3% 55.9%
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Appendix B Explain the Transferability of AoA-N

A possible reason for failure of the defense is that the perturbation generated by
AoA-N is not simple noise. One example is shown in Fig. B–1, where the perturbations
generated by PGD attack[17] (in 𝑙1, 𝑙2, 𝑙∞ norm) looks like random noise, so they may be
eliminated by preprocessing easily. By contrast, perturbations generated by AoA-N has
semantic meaning and concentrates on discriminative regions with great magnitude, so
many preprocessing-based defense methods look no effect on AoA-N.

Figure B–1 By different attacks, the original sample (”cellphone”) are perturbed and the
adversarial samples are incorrectly recognized as ”remote”. However, the perturbations given by
AoA-N has semantic meaning. On the one hand, common filters cannot deal with it. On the other
hand, semantic perturbations have better transferability. In fact, the adversarial sample generated
by PGD can only cheat the attacked DNN while the rightmost image in the top (this is one sample

in DAmageNet2) can cheat all the DNNs listed before.
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Appendix C Models for Object Detection

Table C–1 Model backbone and mAPs

ID Model Backbone mAP mAP50 mAP75
M1 SSD512 VGG16 29.3 49.2 30.8
M2 YOLOv3 Darknet 33.4 56.4 35.8
M3 RetinaNet ResNet-101 38.1 58.1 40.6
M4 Faster R-CNN ResNeXt-101-64*4d 40.7 62.0 44.6
M5 Mask R-CNN ResNeXt-101-64*4d 42.1 63.8 46.3
M6 Cascade RCNN ResNet-101 42.5 60.7 46.3
M7 Cascade Mask R-CNN ResNeXt-101-64*4d 45.7 64.1 50.0
M8 Hyrbrid Task Cascade ResNeXt-101-64*4d 46.9 66.0 51.2
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Appendix D Visual Illustration of ATTACTION Process

By ATTACTION, the heat map is attacked to be meaningless and loss its focus.
In Fig. D–1, the initial prediction is correct and the heat map is clear. ATTACTION
constantly misleads the heat map to be unstructured without outline of objects. Finally,
all bounding boxes vanish.

Figure D–1 Transition of prediction and heat map during ATTACTION (from top to bottom and
left to right).
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Appendix E More Comparative Results of ATTACTION

Table E–1 mAP50 of object detection in different attacks on M2 (YOLOv3)

Method M1 M2 M3 M4 M5 M6 M7 M8
None 49.2 56.4 58.1 62.0 63.8 60.7 64.1 66.0
Dfool 40.2 4.1 46.6 48.3 52.9 48.8 53.1 55.7
Loc 38.8 0.9 42.4 44.8 49.1 45.2 49.6 49.6
DAG 35.8 2.0 36.5 37.9 42.7 38.3 42.5 46.2

ATTACTION 32.6 2.5 33.3 34.7 40.4 35.3 40.0 43.3

Table E–2 mAP75 of object detection in different attacks on M2 (YOLOv3)

Method M1 M2 M3 M4 M5 M6 M7 M8
None 30.8 35.8 40.6 44.6 46.3 46.3 50.0 51.2
Dfool 23.6 2.8 30.7 31.5 35.5 35.4 39.3 40.7
Loc 22.0 0.0 26.6 27.6 31.1 30.8 35.2 35.2
DAG 21.4 0.3 23.9 25.0 28.6 27.3 31.1 32.9

ATTACTION 17.9 1.2 20.2 21.0 25.3 23.6 27.9 29.4

Table E–3 mAP50 of object detection by ATTACTION with transfer techniques on M2 (YOLOv3)

Method M1 M2 M3 M4 M5 M6 M7 M8
ATTACTION 32.6 2.5 33.3 34.7 40.4 35.3 40.0 43.3

TI-ATTACTION 30.4 5.5 34.1 35.1 41.5 35.5 42.1 45.3
DI-ATTACTION 32.5 2.2 33.2 34.5 39.7 34.7 39.8 43.1
SI-ATTACTION 26.7 1.6 27.6 29.1 34.5 29.9 34.3 37.4

Table E–4 mAP75 of object detection by ATTACTION with transfer techniques on M2 (YOLOv3)

Method M1 M2 M3 M4 M5 M6 M7 M8
ATTACTION 17.9 1.2 20.2 21.0 25.3 23.6 27.9 29.4

TI-ATTACTION 17.1 1.9 21.4 21.3 26.3 24.3 29.8 31.4
DI-ATTACTION 17.9 0.9 20.4 21.1 25.0 23.6 27.6 29.1
SI-ATTACTION 14.2 0.6 16.5 17.1 20.8 19.9 23.3 24.6
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Appendix F More about Adversarial Objects in Context

Table F–1 Detection mAP50 and segmentation mAP50 on COCO and AOCO

M1 M2 M3 M4 M5 M6 M7 M8
COCO detection 49.2 56.4 58.1 62.0 63.8 60.7 64.1 66.0
AOCO detection 26.7 1.6 27.6 29.1 34.5 29.9 34.3 37.4
COCO segmentation / / / / 60.6 / 61.3 63.3
AOCO segmentation / / / / 2.4 / 17.9 18.9

Table F–2 Detection mAP75 and segmentation mAP75 on COCO and AOCO

M1 M2 M3 M4 M5 M6 M7 M8
COCO detection 30.8 35.8 40.6 44.6 46.3 46.3 50.0 51.2
AOCO detection 14.2 0.6 16.5 17.1 20.8 19.9 23.3 24.6
COCO segmentation / / / / 40.9 / 42.9 44.1
AOCO segmentation / / / / 1.0 / 11.9 12.6

Figure F–1 Detection and segmentation results in COCO and AOCO by YOLOv3 and Mask
R-CNN. For COCO, both networks predict correctly. For AOCO segmentation, the top image

contains two big masks for “chair” and “potted plan”; the second image contains one false mask for
“sports ball”; the bottom image contains “dog” in green, “car” in purple and “elephant” in red.
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